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SUMMARY Orthogonal frequency division multiplexing (OFDM) has great advantages of high spectrum efficiency and robustness against multipath fading. When the received signal is deeply suppressed by deep fading, path loss and shadowing, the received carrier power must be increased in order to avoid degrading communication quality and provide high reliability at the cost of lower system throughput. A repetition coding is very attractive in providing the high reliability with simple configuration and the low decoding complexity of maximal ratio combining. In order to analytically confirm the effectiveness of repetition coded OFDM systems, we theoretically analyze the effect of increasing the number of repetitions (diversity branches) and acquiring both time and frequency diversity gain, and then derive a closed-form equation of average bit error rate (BER) to easily but precisely evaluate the performance.
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1. Introduction

Orthogonal frequency division multiplexing (OFDM) \cite{1}, \cite{2}, which is applied to various wireless communication systems such as wireless LAN, digital terrestrial TV broadcasting, terrestrial mobile communication and wireless smart sensors networks, has great advantages of high spectrum efficiency and robustness against multipath fading. Many elementary wireless technologies can be combined with OFDM, for example, space-time (or space-frequency) coding for diversity \cite{3}–\cite{5} and error correcting coding (ECC) \cite{6}–\cite{8} to improve communication quality, adaptive modulation \cite{9}, \cite{10} and multi-input multi-output (MIMO) \cite{11}, \cite{12} to enhance system throughput.

When the received signal is deeply suppressed by deep fading, path loss and shadowing, or when the propagation distance is long, the received carrier power must be increased in order to avoid degrading the communication quality and provide high reliability at the cost of lower system throughput. In this case, ECC is very attractive. Turbo coding and LDPC coding can drastically improve the communication quality with low received power at the cost of decoding complexity. Convolutional coding with Viterbi decoding, which is widely applied in wireless communication systems, is inferior to the turbo coding and the LDPC coding in quality, but its decoding complexity is low.

On the other hand, we have paid attention to a repetition coding to provide the high reliability with simple configuration and the low decoding complexity \cite{13}–\cite{15}, which is also applied to IEEE 802.16 standards \cite{16}. The repetition coding has the advantage that only one pair of transmit/receive antennas is required and that the decoding process, that is, maximal ratio combining (MRC) is very simple as compared with any ECC. But the repetition coding has the disadvantage that the maximum effect to improve the communication quality is limited. In recent years, Machine-to-Machine (M2M) communications and Internet of Things (IoT) command considerable attention. In wireless smart sensors networks, for example, digital signal processing tasks to improve the communication quality should be implemented on a radio device with limited hardware resources and limited package size. Even if the transmission path is degraded, repetition coding can easily provide high reliability by increasing the number of repetitions.

In this paper, in order to analytically confirm the effectiveness of repetition coded OFDM systems, we theoretically analyze the effect of increasing the number of repetitions (diversity branches) and derive a closed-form equation of average bit error rate (BER). In the case of two-branch MRC in either time domain or frequency domain, we have proposed closed-form equations for calculating the BER in the OFDM systems with a simple repetition coding (RC-OFDM) \cite{13}, \cite{14} and an Hermite-symmetric repetition coding (HC-OFDM) \cite{15} considering differential detection \cite{13} and coherent detection \cite{14}, \cite{15}. The repetition coding is simple, but needs higher-level modulation to compensate the degradation of the bit rate. The Hermite-symmetric repetition coding realizes the simultaneous transmission of two data sequences with the real part (I-ch) and the imaginary part (Q-ch) of wireless channels individually. Therefore, the higher-level modulation is not necessary, but a phase compensator to correct the IQ imbalance caused by fading is necessary \cite{17}, \cite{18}. The number of repetitions is restricted to two and its direction is also restricted to either time or frequency axis in the previous researches \cite{14}, \cite{15}. In this paper, we theoretically analyze the effect of not only increasing the number of repetitions but also acquiring both time and frequency diversity gains in order to combat the deteriorated transmission in both RC-OFDM and HC-OFDM systems. By using the derived closed-form equations, the BER improvement can be easily but precisely evaluated.
The remainder of this paper is organized as follows. A system model of the repetition coded OFDM systems and the modified repetition coding methods are described in Sect. 2. Closed-form equations for the BER are derived for the purpose of theoretically verifying the effectiveness of repetition coding over time- and frequency-selective Rayleigh fading channels in Sect. 3. The BER performances are evaluated in Sect. 4, and the paper is concluded in Sect. 5.

2. Repetition Coded OFDM Systems

In this section, we will explain a system model of repetition coded OFDM systems and modified coding methods to provide high reliability with simple configuration at the cost of lower bit rate even if the transmission path is degraded.

2.1 System Model

Figure 1 shows a block diagram of repetition coded OFDM systems, where $T_r$ is an OFDM symbol duration including a guard interval $T_g$ and a data symbol duration $T_d$. At a transmitter, a binary data sequence is converted to digital-modulated symbols by phase shift keying (PSK) or quadrature amplitude modulation (QAM), which are parallelized by serial-to-parallel (S/P) conversion. We assume a two-dimensional array of $N_t$ OFDM symbols in a time domain and $N_f$ subcarriers in a frequency domain. One digital-modulated symbol is copied and stored in $L$ arrays according to a simple repetition coding or an Hermite-symmetric repetition coding, which will be mentioned in Sect. 2.2. The number of repetitions $L$ is the same meaning as the number of diversity branches. After OFDM modulation, parallel-to-serial (P/S) conversion, guard interval (GI) insertion and digital-to-analog (D/A) conversion, generated OFDM symbols are transmitted.

The OFDM symbols are subjected to both time- and frequency-selective Rayleigh fading [19] and are added white Gaussian noise (AWGN). It is assumed that intercarrier interference (ICI) caused by Doppler effect and intersymbol interference (ISI) caused by multipath delay spread can be completely compensated just like in [14], [15]. Average carrier-to-noise power ratio (CNR) of the received signal is defined as $\Gamma$. At a receiver, after analog-to-digital (A/D) conversion, GI deletion, serial-to-parallel (S/P) conversion, OFDM demodulation and coherent detection, $L$ output signals are summed up based on the maximal ratio combining (MRC) with time and/or frequency correlation by fading. A binary data sequence is demodulated after P/S conversion and data decision.

In the system evaluation, we assume the same conditions of the received carrier power (the average CNR $\Gamma$), the frequency bandwidth (the number of subcarriers $N_f$) and the bit rate regardless of the type of repetition coding. Moreover, the perfect channel estimation is assumed in order to theoretically evaluate the optimal effect of the repetition coding upon the performance.

2.2 Repetition Coding

In the case of two-branch MRC ($L = 2$), we have proposed closed-form equations for calculating average bit error rate (BER) of the OFDM systems with a simple repetition coding [14] and an Hermite-symmetric repetition coding [15] in either time domain or frequency domain. When the received signal is deeply suppressed by deep fading, path loss and shadowing, or when the propagation distance is long, the received carrier power must be increased in order to avoid degrading the BER and provide high reliability at the cost of lower bit rate. In order to ‘easily’ solve the problem with the simple configuration, we enhance the repetition coding by

- increasing the number of repetitions (branches) $L$,
- acquiring both time and frequency diversity gains, namely, two-dimensional diversity gain.

In this paper, we aim to derive closed-form equations for calculating the average BER by the above solution and confirm the effectiveness of MRC. It should be noted that the upper limit of $L$ is four because of the mathematical restriction to analytically solve an equation, which will be mentioned in Sect. 3.

Now we concretely explain the modified repetition coding methods.

2.2.1 Simple Repetition Coding

Figure 2 shows a concept of the simple repetition coding in
order to acquire the two-dimensional diversity gain and its fading correlation, where $D_{ij}$ and $D_{ij}'$ are digital-modulated symbols by PSK or QAM. The fading correlation $\rho_{ij}$ is a key parameter to determine the BER. The two-dimensional array of $N_f$ OFDM symbols and $N_f$ subcarriers is divided into four regions. The symbols of the same label are to be combined at the receiver. For example, a set of the symbols $D_{1,1}$ is focused in Fig. 2. The cycle period of the repetition coding becomes $N_f$ OFDM symbols in the case of $L = 2, 4$ and $3N_f/2$ OFDM symbols in the case of $L = 3$.

In this paper, we would like to also examine the effect of increasing $L$ with either time or frequency diversity gain (one-dimensional diversity gain) as shown in Fig. 3, where $D_i$ is a digital-modulated symbol. The variable $N$ is the same as $N_f$ when considering the time diversity gain and $N_f$ when considering the frequency diversity gain. It is noted that the coding in Fig. 3(a) is the same as in [14] and the others in Figs. 2 and 3 are the enhanced methods in this paper.

Average CNR $\Gamma_s$ of each digital-modulated symbol in the simple repetition coded OFDM (RC-OFDM) systems can be expressed as

\[ \Gamma_s = \frac{\Gamma}{1 + \alpha}, \]  

(1)

where $\alpha = T_g/T_d$ is the GI ratio.

2.2.2 Hermite-Symmetric Repetition Coding

Figure 4 shows a concept of the Hermite-symmetric repetition coding, where the sequence $\{D_{ij}\}$ is the complex conjugate sequence of $\{D_{ij}\}$ with Hermite symmetry which includes the $(N_f + 1)$-th guard subcarrier. For example, a set of the symbols $D_{1,1}$ and $D_{1,1}'$ is focused in the figure. It is noted that the coding in Fig. 4(a) is the same as in [15] and the other two are the enhanced methods in this paper, and
that three-branch MRC \((L = 3)\) cannot be constructed considering the symmetry.

Average CNR \(\Gamma_s\) of each digital-modulated symbol in the Hermite-symmetric repetition coded OFDM (HC-OFDM) can be expressed as [15]

\[
\Gamma_s = \frac{\Gamma}{2(1 + \alpha)}.
\]  

(2)

The \(\Gamma_s\) in the HC-OFDM systems, which realize the simultaneous transmission of two data sequences with both IQ wireless channels individually, should be reduced by half as compared with that in the RC-OFDM systems in order to keep the same condition of the received carrier power.

### 3. Average BER Analysis

In this section, we will derive closed-form equations for calculating the average BER in the RC-OFDM systems and the HC-OFDM systems explained in Sect. 2. When the average BER is analyzed considering the MRC with fading correlation, the correlated signals with the equal average CNR \(\Gamma_s\) at all branches should be decoupled into the uncorrelated signals with the individual average CNRs \(\Gamma_{s(l)}\) (\(l = 1, 2, \cdots, L\)) by eigenvector transformation [20]. First of all, we will explain the fading correlation.

#### 3.1 Fading Correlation Function

We would like to briefly quote the functions for calculating the fading correlation.

A time correlation between signals with a time interval of \(\Delta_T\) OFDM symbols can be calculated by [19]

\[
\rho_t(\Delta_T) = J_0(2\pi\Delta_T f_d T_s),
\]  

(3)

where \(f_d T_s\) is the maximum Doppler frequency normalized by OFDM symbol frequency, and \(J_0(\cdot)\) is the Bessel function of zeroth order. A frequency correlation between signals with a frequency interval of \(\Delta_F\) subcarriers can be calculated by [14]

\[
\rho_f(\Delta_F) = \sum_{n=0}^{N_g-1} \frac{p_l[n]}{\sum_{m=0}^{N_g-1} p_l[m]} \exp \left\{ -j2\pi \Delta_F (1 + \alpha)^{\frac{\tau[n]}{T_s}} \right\},
\]  

(4)

where \(p_l[n]\) is a received power with a time delay \(\tau[n]\) in a discrete-time power delay profile, \(N_g\) is a sample size in the GI. Figure 5 shows a concept of the discrete-time power delay profile. On the other hand, we can utilize a simple function [20]

\[
\rho_f(\Delta_F) = \frac{1 - j2\pi \Delta_F (1 + \alpha)^{\frac{\tau}{\tau_F}}}{1 + (2\pi \Delta_F (1 + \alpha)^{\frac{\tau}{\tau_F}})^2},
\]  

(5)

where \(\sigma_F\) is rms delay spread. It should be noted that the simple function (5) includes calculation error when using the large frequency interval \(\Delta_F\), and that the error becomes smaller in the case of the larger FFT point size [14].

In order to analyze the effect of the two-dimensional diversity gain, the time-frequency correlation should be discussed here. The time correlation \(\rho_t(\Delta_T)\) caused by Doppler effect and the frequency correlation \(\rho_f(\Delta_F)\) caused by multipath delay spread are mutually independent because the two are mutually independent events. Therefore, the time-frequency correlation between signals with the time interval of \(\Delta_T\) and the frequency interval of \(\Delta_F\) can be expressed as \(\rho_t(\Delta_T) \cdot \rho_f(\Delta_F)\).

#### 3.1.1 Simple Repetition Coding

By using the functions (3), (4) and (5), we can summarize the fading correlation \(\rho_{lk}\) between repetition coded symbols in Figs. 2 and 3 as follows:

1. \(L = 2\)
   - two-dimensional diversity correlation:
     \[
     \rho_{12} = \rho_t \left( \frac{N_g}{2} \right) \cdot \rho_f \left( \frac{N_f}{2} \right).
     \]  
     (6)
   - one-dimensional time diversity correlation:
     \[
     \rho_{12} = \rho_t \left( \frac{N_g}{2} \right).
     \]  
     (7)
   - one-dimensional frequency diversity correlation:
     \[
     \rho_{12} = \rho_f \left( \frac{N_f}{2} \right).
     \]  
     (8)

Equations (7) and (8) are the same expressions in [14].

2. \(L = 3\)
   - two-dimensional diversity correlation:
     \[
     \rho_{12} = \rho_f \left( \frac{N_f}{2} \right),
     \rho_{13} = \rho_t \left( \frac{N_g}{2} \right) \cdot \rho_f \left( \frac{N_f}{2} \right),
     \rho_{23} = \rho_t \left( \frac{N_g}{2} \right).
     \]  
     (9)
• one-dimensional time diversity correlation:
  \[ \rho_{12} = \rho_{23} = \rho_{1t} \left( \frac{N_t}{3} \right), \]
  \[ \rho_{13} = \rho_{1t} \left( \frac{2N_t}{3} \right), \] (10)

• one-dimensional frequency diversity correlation:
  \[ \rho_{12} = \rho_{23} = \rho_{1f} \left( \frac{N_f}{3} \right), \]
  \[ \rho_{13} = \rho_{1f} \left( \frac{2N_f}{3} \right). \] (11)

3. \( L = 4 \)

• two-dimensional diversity correlation:
  \[ \rho_{12} = \rho_{34} = \rho_{1} \left( \frac{N_f}{2} \right), \]
  \[ \rho_{13} = \rho_{24} = \rho_{1f} \left( \frac{N_f}{2} \right) \cdot \rho_{1f} \left( \frac{N_f}{2} \right), \]
  \[ \rho_{14} = \rho_{23} = \rho_{1f} \left( \frac{N_f}{2} \right). \] (12)

• one-dimensional time diversity correlation:
  \[ \rho_{12} = \rho_{23} = \rho_{34} = \rho_{1t} \left( \frac{N_t}{4} \right), \]
  \[ \rho_{13} = \rho_{24} = \rho_{1t} \left( \frac{N_t}{2} \right), \]
  \[ \rho_{14} = \rho_{1} \left( \frac{3N_t}{4} \right). \] (13)

• one-dimensional frequency diversity correlation:
  \[ \rho_{12} = \rho_{23} = \rho_{34} = \rho_{1f} \left( \frac{N_f}{4} \right), \]
  \[ \rho_{13} = \rho_{24} = \rho_{1f} \left( \frac{N_f}{2} \right), \]
  \[ \rho_{14} = \rho_{1f} \left( \frac{3N_f}{4} \right). \] (14)

It is noted in the simple repetition coding that every set of symbols \( D_{ij} \) has the same fading correlation.

3.1.2 Hermite-Symmetric Repetition Coding

A definition of the fading correlation \( \rho_{ij} \) between symbols to be combined is the same as that in the simple repetition coding. That is, the correlations in Figs. 4(a) and (c) correspond to those in Figs. 3(a) and (c) respectively, and the correlation in Fig. 4(b) corresponds to that in Fig. 2(c). Unlike in the simple repetition coding, the frequency interval between symbols varies depending on the variable \( j \) in the Hermite-symmetric repetition coding. We can summarize the fading correlation as follows:

1. frequency diversity correlation in \( L = 2 \) [15]
  \[ \rho_{12} = \rho_{f} (2j), \quad j = 1, 2, \ldots, \frac{N_f}{2} - 1. \] (15)

2. two-dimensional diversity correlation in \( L = 4 \)
  \[ \rho_{12} = \rho_{34} = \rho_{f} \left( \frac{N_f}{2} \right), \]
  \[ \rho_{13} = \rho_{24} = \rho_{1} \left( \frac{N_f}{2} \right) \cdot \rho_{f} (2j), \]
  \[ \rho_{14} = \rho_{23} = \rho_{1f} \left( \frac{N_f}{2} \right), \quad j = 1, 2, \ldots, \frac{N_f}{2} - 1. \] (16)

3. frequency diversity correlation in \( L = 4 \)
  \[ \rho_{12} = \rho_{34} = \rho_{f} \left( \frac{N_f}{4} \right), \]
  \[ \rho_{23} = \rho_{f} (2j), \]
  \[ \rho_{13} = \rho_{24} = \rho_{f} \left( \frac{N_f}{4} + 2j \right), \]
  \[ \rho_{14} = \rho_{1f} \left( \frac{N_f}{2} + 2j \right), \quad j = 1, 2, \ldots, \frac{N_f}{4} - 1. \] (17)

3.2 Eigenvector Transformation

Now we explain how to calculate the individual average CNRs \( \Gamma_i \) \((i = 1, 2, \ldots, L)\) of the uncorrelated signals decoupled by eigenvector transformation. We would like to solve an eigenvalue equation by an analytical method, but there is no formula for general quintic equations. Therefore, the upper limit of \( L \) is forced to be four. The analytical solution is introduced in this section.

3.2.1 \( L = 2 \)

A correlation matrix \( C \) is expressed as
  \[ C = \begin{bmatrix} 1 & \rho_{12} \\ \rho_{12}^* & 1 \end{bmatrix}, \] (18)
where \( \rho_{12}^* \) is a complex conjugation of \( \rho_{12} \). The eigenvalues \( \lambda_1 \) and \( \lambda_2 \) can be obtained as
  \[ \lambda_1 = 1 + |\rho_{12}|, \]
  \[ \lambda_2 = 1 - |\rho_{12}|. \] (19)
Therefore, the individual average CNRs \( \Gamma_i \) become
  \[ \Gamma_i = \lambda_i \Gamma, \quad i = 1, 2. \] (20)
Equation (20) is the same expression in [14], [15] regardless of the number of diversity dimension.

3.2.2 \( L = 3 \)

A correlation matrix \( C \) is expressed as
  \[ C = \begin{bmatrix} 1 & \rho_{12} & \rho_{13} \\ \rho_{12}^* & 1 & \rho_{23} \\ \rho_{13}^* & \rho_{23}^* & 1 \end{bmatrix}. \] (21)
The eigenvalues \( \lambda_i \) (\( i = 1, 2, 3, 4 \)) can be obtained by solving the following quartic equation:
\[
(1 - \lambda)^4 - (|\rho_{12}|^2 + |\rho_{13}|^2 + |\rho_{23}|^2)(1 - \lambda) \\
+ 2\text{Re}(\rho_{12}\rho_{13}^*\rho_{23}) = 0 \\
\therefore \lambda^4 - 3\lambda^3 + (3 - |\rho_{12}|^2 - |\rho_{13}|^2 - |\rho_{23}|^2)\lambda \\
+ |\rho_{12}|^2 + |\rho_{13}|^2 + |\rho_{23}|^2 - 2\text{Re}(\rho_{12}\rho_{13}^*\rho_{23}) - 1 = 0, \quad (22)
\]
where \( \text{Re}(x) \) returns the real part of a complex number \( x \). By setting
\[
a_2 = -3 \\
a_1 = 3 - |\rho_{12}|^2 - |\rho_{13}|^2 - |\rho_{23}|^2 \\
a_0 = |\rho_{12}|^2 + |\rho_{13}|^2 + |\rho_{23}|^2 - 2\text{Re}(\rho_{12}\rho_{13}^*\rho_{23}) - 1, \quad (23)
\]
the eigenvalues \( \lambda_i \) (\( i = 1, 2, 3, 4 \)) can be obtained by using Cardano’s solution for the cubic equation in Appendix A. Finally, the individual average CNRs \( \Gamma_i \) become
\[
\Gamma_i = \lambda_i \Gamma_s, \quad i = 1, 2, 3, 4. \quad (24)
\]

3.2.3 \( L = 4 \)

A correlation matrix \( C \) is expressed as
\[
C = \begin{bmatrix}
1 & \rho_{12} & \rho_{13} & \rho_{14} \\
\rho_{12}^* & 1 & \rho_{23} & \rho_{24} \\
\rho_{13}^* & \rho_{23}^* & 1 & \rho_{34} \\
\rho_{14}^* & \rho_{24}^* & \rho_{34}^* & 1
\end{bmatrix}. \quad (25)
\]

The eigenvalues \( \lambda_i \) (\( i = 1, 2, 3, 4 \)) can be obtained by solving the following quartic equation:
\[
(1 - \lambda)^4 - (|\rho_{12}|^2 + |\rho_{13}|^2 + |\rho_{14}|^2) \lambda \\
+ |\rho_{12}|^2 + |\rho_{23}|^2 + |\rho_{34}|^2) \lambda - 2 \text{Re}(\rho_{12}\rho_{13}^*\rho_{23}) = 0 \\
\therefore \lambda^4 - 3\lambda^3 + (3 - |\rho_{12}|^2 - |\rho_{13}|^2 - |\rho_{23}|^2)\lambda \\
+ |\rho_{12}|^2 + |\rho_{13}|^2 + |\rho_{23}|^2 - 2\text{Re}(\rho_{12}\rho_{13}^*\rho_{23}) - 1 = 0, \quad (26)
\]
By setting
\[
y = 1 - \lambda \\
b_2 = -(|\rho_{12}|^2 + |\rho_{13}|^2 + |\rho_{14}|^2 + |\rho_{23}|^2 + |\rho_{24}|^2 + |\rho_{34}|^2) \\
b_1 = 2 \text{Re}(\rho_{12}\rho_{13}^*\rho_{23}) + \text{Re}(\rho_{12}\rho_{14}^*\rho_{24}) \\
+ \text{Re}(\rho_{13}\rho_{14}^*\rho_{34}) + \text{Re}(\rho_{23}\rho_{24}^*\rho_{34}) \\
b_0 = |\rho_{12}|^2|\rho_{34}|^2 + |\rho_{13}|^2|\rho_{24}|^2 + |\rho_{14}|^2|\rho_{23}|^2 \\
- 2 \text{Re}(\rho_{12}\rho_{13}^*\rho_{23}^*\rho_{34}) + \text{Re}(\rho_{12}\rho_{14}^*\rho_{23}^*\rho_{34}) \\
+ \text{Re}(\rho_{13}\rho_{14}^*\rho_{23}^*\rho_{24}), \quad (27)
\]
the quartic Eq. (26) can be rewritten as
\[
y^4 + b_2 y^2 + b_1 y + b_0 = 0. \quad (28)
\]
The solutions \( y_i \) (\( i = 1, 2, 3, 4 \)) can be obtained by using Euler’s solution for the quartic equation in Appendix B. Finally, the individual average CNRs \( \Gamma_i \) become
\[
\Gamma_i = \lambda_i \Gamma_s = (1 - y_i) \Gamma_s, \quad i = 1, 2, 3, 4. \quad (29)
\]

3.3 Average BER in RC-OFDM Systems

An average BER \( \hat{P}_b \) with Gray-mapped \( M \)-PSK or \( M \)-QAM over fading channels can be calculated by [19], [21]
\[
\hat{P}_b = \int_0^\infty p(\gamma) P_b(\gamma) d\gamma, \quad (30)
\]
where \( \gamma \) is CNR of a received signal, \( p(\gamma) \) is a probability density function (PDF) of \( \gamma \), \( P_b(\gamma) \) is an expression of BER over AWGN channels as follows:
\[
P_b(\gamma) = A \text{erfc} \left( \frac{\sqrt{2}}{\sqrt{\Gamma_s/\Gamma_i}} \right). \quad (31)
\]
Values of \( A \) and \( B \) in each modulation are appeared in Table 1, and \( \text{erfc}() \) is a complementary error function. Moreover, the average CNR over fading channels can be defined as
\[
\Gamma = \int_0^\infty \gamma p(\gamma) d\gamma. \quad (32)
\]

The PDF of the CNR \( \gamma \) given by the correlated \( L \)-branch MRC can be expressed as [22]
\[
p(\gamma) = \prod_{l=1}^L \prod_{k=1}^L \frac{1}{\Gamma_i} \exp \left( -\frac{\gamma}{\Gamma_i} \right). \quad (33)
\]
By substituting (33) for (30), the closed-form equation for the average BER in the RC-OFDM systems becomes
\[
\hat{P}_b = A \sum_{l=1}^L \prod_{k=1}^L \left( 1 - \frac{1}{\Gamma_i} \right) \left( 1 - \frac{1}{\sqrt{1 + x_i^2}} \right). \quad (34)
\]
It is noted that the following formulas are utilized to derive (34): [23]
\[
\text{erfc}(x) = 1 - \text{erf}(x), \quad (35)
\]
\[
\int_0^\infty \exp(-ax) \text{erf} \left( \sqrt{bx} \right) dx = \frac{1}{a} \sqrt{\frac{b}{a + b}}. \quad (36)
\]
When the same value appears among \( \Gamma_i \) in (34), a convenient method to prevent division by zero is explained in [20, p.125]. By substituting \( L = 2 \) for (34), the same equation for the average BER in [14] can be derived.
3.4 Average BER in HC-OFDM Systems

Since the frequency interval between symbols $D_{ij}$ varies depending on the variable $j$ in Fig. 4, the fading correlation and the resulting BER also vary by symbol. Therefore, each average BER in (34) should be calculated according to each variable $j$ in (15), (16) and (17). The overall average BER in the HC-OFDM systems can be derived by averaging the BER for every $j$.

3.5 Average BER without Fading Correlation

When the digital-modulated symbols with MRC can be considered to be mutually independent, the maximum diversity gain can be achieved. In order to examine a lower bound on the average BER performance, we introduce a closed-form equation for the average BER without fading correlation.

The PDF of the CNR $\gamma$ given by the independent $L$-branch MRC can be expressed as [19]

$$p(\gamma) = \frac{e^{\gamma-1}}{\Gamma^L(L-1)!} \exp\left(-\frac{\gamma}{\Gamma}\right).$$

(37)

By using (30), the desired BER equation can be derived as follows:

$$\bar{P}_b = \frac{A}{\Gamma^L(L-1)!} \int_0^\infty \gamma^{L-1} \text{erfc}\left(\sqrt{\beta\gamma}\right) \exp\left(-\frac{\gamma}{\Gamma}\right) d\gamma \cdot \bigg[1 - \frac{1}{\sqrt{1 + \frac{1}{\rho} \sum_{l=0}^{L-1} \frac{(2l-1)!}{2^l \cdot l!} \cdot \left(1 + B\Gamma\right)^l}}\bigg].$$

(38)

The derivation method is beyond the scope of this paper, then we omit it for want of space.

4. BER Evaluation

First of all, in order to verify the theoretical analysis in Sect. 3, we compare performances obtained by the derived analytical equations and those by Monte Carlo simulation. Table 2 shows the simulation parameters. In the simulation, a tapped-delay line channel simulator is considered as the fading channel [24], and each channel tap is simulated using the Jakes’ model [19]. An exponential decay power delay profile is assumed [25] in the multipath fading channel model as shown in Fig. 5. The number of multipath components is the same as $N_f$. The digital modulation is assumed to be 16QAM in the RC-OFDM systems. The HC-OFDM systems have the advantage that both IQ wireless channels can be utilized to transmit the two data sequences simultaneously, then the digital modulation in each channel comes to be QPSK considering the same bit rate. On the other hand, it is confirmed by comparing (1) and (2) that the HC-OFDM systems have the disadvantage in the carrier power.

Key parameters on the diversity gain are the maximum Doppler frequency normalized by OFDM symbol frequency $f_D/T_s$ and the rms delay spread normalized by OFDM symbol duration $\sigma_r/T_s$. The $f_D$ can be calculated by

$$f_D = \frac{v \cdot f_c}{c},$$

(39)

where $v$ is mobile speed, $c$ is light speed, and $f_c$ is carrier frequency. Generally, the OFDM with $N_f$ subcarriers can lengthen the symbol duration on each subcarrier by $N_f$ times, then the OFDM symbol duration $T_s$ including the GI can be calculated by

$$T_s = (1 + \alpha) \times N_f \times t_s = \frac{(1 + \alpha)N_f}{f_b/R},$$

(40)

where $t_s$ is the symbol duration of digital-modulated symbol, $f_b$ is its bit rate. According to [15], the bit rate per symbol $R$ in $M$-PSK or $M$-QAM considering the number of repetitions $L$ can be easily extended to

$$R = \frac{1}{L} \log_2 M \quad \text{(for RC-OFDM)}$$

(41)

$$R = \frac{2}{L} \left(1 - \frac{2}{N_f}\right) \log_2 M \quad \text{(for HC-OFDM)}.$$
of $f_0 T_s$ and $\sigma_\tau / T_s$ when assuming the ETSI/BRAN Channel C model (mixed outdoor/large indoor area environment at 10 km/h) and Channel E-ter model (rural environment at 60 km/h) [26] in the case of $R = 2$. Examples 1 and 2 are based on wireless smart sensors networks and cellular networks, respectively.

### 4.1 Verification of Equations

Figure 6 shows average BER performances in the repetition coded OFDM systems with various coding methods mentioned in Sect. 2.2 under various fading channel conditions. Simulation results are plotted with symbols and analytical results are with lines in the figures. The labels ‘t-div’ and ‘f-div’ mean the time diversity and the frequency diversity respectively, which belong to the one-dimensional diversity. The label ‘tf-div’ means both time and frequency diversities, which belongs to the two-dimensional diversity.

We would like to emphasize that the simulation results precisely coincide with the analytical ones under any condition in Fig. 6, then the average BER analysis in Sect. 3 can be confirmed. It is qualitatively well known that the large diversity gain can be achieved over fading channels with the large delay spread and/or the large Doppler frequency, and with many diversity branches. By using the analytical equation, we can easily but quantitatively verify the superiority or inferiority of each diversity method. It should be noted that the HC-OFDM systems generally outperform the RC-OFDM systems, while the HC-OFDM systems have the computational complexity to compensate the IQ imbalance caused by fading [17], [18].

As for the frequency diversity, we can calculate the correlation by using the simple function (5), whose results are illustrated in Figs. 6(a) and (d). It is found from the figures that the simple function yields slight error, while the simple function has the advantage that we can easily calculate the frequency correlation with only the value of the rms delay spread normalized by OFDM symbol duration $\sigma_\tau / T_s$.

### 4.2 An Example of Usage of Equations

As an example of the usage of the analytical equations, we compare the effect of repetition coding with that of error correcting coding in order to confirm the effectiveness of MRC. Generally, the error correcting coding can drastically improve BER when the fading correlation among the code-word is low in mobile cellular networks, for example. On the other hand, the fading correlation comes to be large and then the BER improvement becomes small in wireless smart sensors networks, for example. In the latter case, the analytical equations are useful to evaluate the effect of MRC by the repetition coding because of the easy implementation and the low decoding complexity. Figures 7 and 8 compare the average BER performances considering variation of the delay spread and the average CNR, respectively. As the error correcting coding with soft-input (soft-decision) decoding algorithms, we select convolutional coding with Viterbi decoding (constraint length $K = 3$ and $K = 7$) and LDPC coding (rate-1/2 (3,6) regular LDPC codes and the number of iteration is 20). We use an s-random block interleaver to randomize a bit sequence included in a two-dimensional array of $N$ OFDM symbols and $N_f$ subcarriers. It should be noted in $L = 4$ that the error correcting coding with code rate 1/2 and the simple repetition coding with $L = 2$ are combined. Simulation results by the error correcting coding are plotted with symbols and lines, and analytical results by the repetition coding are with lines in the figures.

In the case of small fading fluctuation ($\sigma_\tau / T_s$) and small $\Gamma$ in $L = 2$, the repetition coding outperforms the error correcting coding. But the BER improvement by the repetition coding is saturated in the case of the larger fad-
5. Conclusion

In this paper, we theoretically analyzed the effect of the repetition coding in the OFDM systems by increasing the number of repetitions $L$ and acquiring both time and frequency diversity gains (two-dimensional diversity gain), and then derived closed-form equations of the average BER. Moreover, the effectiveness of repetition coding has been analytically verified depending on the wireless channel condition in a comparison with error correcting coding. We would like to search for the utilization of the repetition coding and its analytical equation for various wireless communication systems. In addition, considering the computational complexity, we would like to search for further comparison with variable-rate (punctured) error correcting coding, hybrid automatic repeat request (HARQ), and so on.
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Appendix A: Cardano’s Solution for Cubic Equation and Its Rearrangement for BER Analysis

A cubic equation

\[ x^3 + a_2x^2 + a_1x + a_0 = 0 \]  

(A.1)

can be solved by using Cardano’s solution as follows:

\[ x_1 = \omega_1 \sqrt[3]{-q + \sqrt{q^2 + p^3}} + \omega_1 \sqrt[3]{-q - \sqrt{q^2 + p^3}} - \frac{a_2}{3}, \]

\[ x_2 = \omega_2 \sqrt[3]{-q + \sqrt{q^2 + p^3}} + \omega_2 \sqrt[3]{-q - \sqrt{q^2 + p^3}} - \frac{a_2}{3}, \]

\[ x_3 = \omega_3 \sqrt[3]{-q + \sqrt{q^2 + p^3}} + \omega_3 \sqrt[3]{-q - \sqrt{q^2 + p^3}} - \frac{a_2}{3}, \]

(A.2)

where

\[ \omega_1 = 1, \]

\[ \omega_2 = \frac{-1 + j\sqrt{3}}{2} = \exp\left(\frac{j2\pi}{3}\right), \]

\[ \omega_3 = \frac{-1 - j\sqrt{3}}{2} = \exp\left(-\frac{j2\pi}{3}\right), \]

\[ p = \frac{a_1}{3} - \frac{a_2^2}{9}, \]

\[ q = \frac{a_0}{2} + \frac{a_1^2}{27} - \frac{a_2a_1}{6}. \]

(A.3)

A correlation matrix in Sect. 3.2 is classified into Hermite matrix whose eigenvalues ought to be a real number. But \( q^2 + p^3 \) in (A.2) always becomes a negative value, then the terms in (A.2) should be rewritten as

\[ \sqrt[3]{-q + \sqrt{q^2 + p^3}} \]

\[ = \sqrt[3]{-q + j\sqrt{-q^2 - p^3}} \]

\[ = \sqrt{-p} \exp\left\{\frac{1}{3} \tan^{-1}\left(\frac{\sqrt{-q^2 - p^3}}{-q}\right)\right\}, \]

\[ \sqrt[3]{-q - \sqrt{q^2 + p^3}} \]

\[ = \sqrt{-p} \exp\left\{-j\frac{1}{3} \tan^{-1}\left(\frac{\sqrt{-q^2 - p^3}}{-q}\right)\right\}. \]  

(A.4)

By using Euler’s formula, the solutions (A.2) for the cubic Eq. (A.1) can be rewritten as

\[ x_1 = 2\sqrt{-p} \cos\left(\frac{1}{3} \tan^{-1}\left(\frac{\sqrt{-q^2 - p^3}}{-q}\right)\right) - \frac{a_2}{3}, \]

\[ x_2 = 2\sqrt{-p} \cos\left(\frac{1}{3} \tan^{-1}\left(\frac{\sqrt{-q^2 - p^3}}{-q}\right) + \frac{2\pi}{3}\right) - \frac{a_2}{3}. \]
solutions for the quartic equation (A· may be solved by using Euler’s solution. First, a resolvent solution in Appendix A. Next, the quartic Eq. (A· .b

\[ x_3 = 2 \sqrt{-p} \cos \left( \frac{1}{3} \tan^{-1} \left( \frac{\sqrt{-q^3 - p^3}}{-q} \right) - \frac{2\pi}{3} \right) - \frac{a_2}{3} \]  

(A·5)

Appendix B: Euler’s Solution for Quartic Equation

A quartic equation

\[ y^4 + b_2 y^2 + b_1 y + b_0 = 0 \]  

(A·6)

can be solved by using Euler’s solution. First, a resolvent cubic equation

\[ x^3 + \frac{b_2}{2} x^2 + \left( \frac{b_2^2}{16} - \frac{b_1}{4} \right) x - \frac{b_2^2}{64} = 0, \]  

(A·7)

which is derived from (A·6), is solved by using Cardano’s solution in Appendix A. Next, the quartic Eq. (A·6) can be solved by using the solutions \( x_i \) \( i = 1, 2, 3 \). If \( b_1 \leq 0 \), the solutions for the quartic equation (A·6) become

\[ \begin{align*}
    y_1 &= \sqrt[3]{x_1} + \sqrt[3]{x_2} + \sqrt[3]{x_3}, \\
    y_2 &= \sqrt[3]{x_1} - \sqrt[3]{x_2} - \sqrt[3]{x_3}, \\
    y_3 &= -\sqrt[3]{x_1} + \sqrt[3]{x_2} - \sqrt[3]{x_3}, \\
    y_4 &= -\sqrt[3]{x_1} - \sqrt[3]{x_2} + \sqrt[3]{x_3}.
\end{align*} \]  

(A·8)

On the other hand, if \( b_1 > 0 \), the solutions become

\[ \begin{align*}
    y_1 &= -\sqrt[3]{x_1} + \sqrt[3]{x_2} - \sqrt[3]{x_3}, \\
    y_2 &= -\sqrt[3]{x_1} - \sqrt[3]{x_2} + \sqrt[3]{x_3}, \\
    y_3 &= +\sqrt[3]{x_1} - \sqrt[3]{x_2} + \sqrt[3]{x_3}, \\
    y_4 &= +\sqrt[3]{x_1} + \sqrt[3]{x_2} - \sqrt[3]{x_3}.
\end{align*} \]  

(A·9)
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