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The Extraction and Recognition of Facial
Images in the Complex Background

Dai Ying *, Yasuaki Nakano ** and Hidetoshi Miyao **
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In this paper, we proposed a new method for face extraction in the complex
backgrounds. Based on the space gray level dependence matrix, a facial texture
model composed by a set of inequalities was derived. The weight coefficients in
the inequalities were decided through Perceptron type learning. According to this
facial texture model, the face positions in the complex backgrounds were detected
and located effectively.

Next, the experimental evidences for determinating the resolution bound of
facial images at which the faces can be identified were given on the basis of sub-
jective tests. Machine recognition based on the pattern matching approach was
also executed. The experimental results suggest that the bound for the correct
recognition by pattern matching method coincides with that of perceptional tests,
and the pattern matching is also effective to the face recognition with low quality

images.

1. Introduction

Recently, the study of the face recognition techniques has given rise to the more
interests for researchers from the viewpoint of many applications such as security
systems, criminal identifications and teleconferences.

Many researchers have reported face recognition techniquesh, 2, % 4. However,
these researches assume that the facial parts have already been isolated.
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It is the key step for face recognition to extract the facial parts from the low
quality images. From a practical viewpoint the extraction of facial images must be
done automatically. Furthermore, the quality might be very low in many situations.
For example, a security system, where a CCD camera with 512 x 512 resolution covers
a whole entrace hall, it might give only 20 x 30 pixels to a face, and the focusing of
lenses might not he so good.

There has been little discussion on the face extraction from complex backgrounds
and the lower bound of the resolution to give the sufficient performance in face
recognition.

In this paper, we proposed a new method for the face extraction in the complex
backgronud. Based on the space gray level matrix (SGLD) 9, a textural model
composed by a set of face judgement conditions was derived as a set of inequalities.
By means of this textural model, we designed a kind of scanning scheme for face
extraction in the complex hackgrounds.

After extracting the facial parts from complex backgrounds, we tried to have a test
on the recognition of facial images with low quality based on the human perception. In
the perception test, facial images with variety of resolution were given, and human
subjects familiar with these faces were asked to identify them. By this test, an
approximate resolution bound of face recognition based on the human perception was
obtained. The computational recognition experiments based on a pattern matching
method were also done and the results gave good correspondence with the perception
test.

2. Textural Feature Model of the Facial Images

2.1 Space Gray Level Dependence Matrix

The performance of the space gray level dependence (SGLD) matrix which is used
in textural feature analysis was presented by Haralick . Let us denote the size of
an image to be analyzed by X x Y pixels. The gray level appearing in each pixel is
quantized to L levels. Let L, = {0,1,...,X — 1}, and L, = {0,1,....Y — 1} be the
sets of horizontal and vertical indices respectively, and G = {0,1,...,L — 1} that of
quantized gray levels. Let I(7,7) be the gray level value at pixel(s,j) € (L, x Ly).
Suppose P,(m,n) to be the number of occurrence in which two neighboring pixels
displaced by a vector (m,n) on the image have gray level a and b, respectively. A
matrix composed by Pu(m, n) is called as space gray level dependence matrix (SGLD)
P(m,n), with a parameter vector (m, n). The formula to obtain P,(m,n) is defined
by

Pap(m,n) = 4{((¢,4), (i m, j+n)) € (La x L), I(4,5) = a, I(i+m, j+n) = b} (1)

where § denotes the number of elements in the set.
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The frequency normalization for the matrix can be computed approximately by the
formula Ng(m,n) = Py(m,n)/M, where M = X x Y is the total number of pixels
of the image to be analyzed.

By means of SGLD matrix, a set of textural features can be derived. Especially,
we consider two of them, which will be used in the next section. They are covariance,
inertia, and inverse difference features. The equations which define these measures
of textural features are

L-1L-1

Brim,n) =S (a—b)*Ney(m,n) (2)
a=0 b=0
Bp(m,n) = z:: 2:: “b(am_?) (3)

where L is number of gray levels, and p denotes average level. Accordingly, with
varying in m and n, a set of array can be formed, the elements of which are B;(m,n),
and Bp(m,n) respectively. Let By, and Bp denote these array respectively, then

B;(0,0) ... Bi(M,0)
B]: (4)
B(0,N) .. Bi(M,N)

Bp(0,0) ... Bp(M,0)
Bp = (5)
Bp(0,N) ... Bp(M,N)

In these arrays, M and N are the upper limits of displacement to be determined by
a preliminary experiment.

2.2 Texture Model of Faces Based on the SGLD Matrix

The facial images can be considered as a kind of texture with some special textural
characteristics. First, the texture of facial images is not of orientation and duplication,
but appears as a whole. Second, it is nearly symmetric respect to the medial axis.
On the other hand, from the view of gray level distribution of facial images, we know
that the gray level variation on the local region in the horizontal direction is not
larger than the one in the vertical direction on the whole, because of the influence
of eyes, mouths, and facial gradient. Besides, according to the facial shape, the gray
levels of neighboring pixels are considered homogeneous in the local region. Due to
the analysis above, we can use the feature parameter matrix of SGLD to describe the
facial features.
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The neighbor set of a certain pixel (i, j) can be given by

Np={v=(0k):0<I=i <Ny, and0<k—j <N}
The feature matsices By, and Bp in eq. (4) and (5) are calculated on the neighbor-
hood N,,.
Observing B;’s calculated for many human faces, we can get

Biimy,ny) < Br(ma,ny), if my < ma, (6)
Bi(my.ny) < Br(my,na), if ny < na; (7)
Bi(my,n) (1 + w) < Bi{ma, nay), (8)
f0<|rz ]l — |l vy < V21, and | 6(ra) |>| O(r1) |, where rj = (m;, n).

Here w is a positive coefficient.
Moreover, because of the homogeneity on the local region for facial part, it is
observed that
Bp{m,n) < ¢, (9)

where 0 < ¢ <1, and(m,n) € D), (m,n) # (0,0).

If w ig large enough and ¢ is small enough, and if they are stable for facial images,
we can use ineq. (6) and (9) as the characteristics of them. In other words, these two
coefficient will serve to discriminate the facial parts from other parts. Thus, the facial
region can be estimated as such area where inequalities (6)-(9) hold. The weight w
and ¢ can be determined by sample learning.

2.3 Examination for Facial Feature Model

In order to obtain the weight coefficients w and ¢, we use 40 facial image samples with
20 different faces under the different light condition for learning. The experiments
testified that the coefficients converge to w = 0.3 and ¢ = 0.6.

Next, we performed an experiment with about 150 test samples to examine the
performance of the facial feature model described above. The samples included full
facial images, nonfacial images, and the images which only have part of face. Exam-
ples of test samples are shown in Fig.1. The size of images were varied from 12 x 16
to 20 x 26. By calculating the parameter matrix By and Bp of SGLD, the facial
images were determined, if the By and Bp met the inequalities (6), (7), (8), (9). The
experimental results are shown in Table 1.

According to the experimental result, we can conclude that the facial feature model
described above is effective. We can expect that it works for extracting the facial parts
in the complex backgrounds. In the next section, we will discuss the face extraction
using the above model.
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Figure 1 Test samples with varied portions of facial parts

Table 1  Experiment result

test samples rate of samples determined as faces
case number

full facial img. 20 100%

2/3 facial img. 25 80%

1/2 facial img. 30 40%

1/4 facial img. 25 6%

nonfacial img. 50 2%

3. Extraction of the Facial Images

Based on the facial feature model described above, a method to extract facial parts
from full image is proposed. In this scheme, the original image is scanned by window
for locating the facial position on the basis of facial feature model. The choice of
the window size depends mainly on two factors: 1) how large are the localized faces;
2)whether does the model represent the facial features in a window of such size.

Figure 2  Overlaped regions and post-processing result

According to the examination for the facial feature model performance, the part of
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image scanned by window will be considered as face, if the window contains "face”
pixels more than a half. So, the horizontal and vertical step length of scan for
searching the face position is set as 1/3 of window’s width and height respectively.
Calculating the inertia and inverse difference matrix B; and Bp of image in the
scanning window, it is considered that the facial part exists in this window, if the
elements of matrixs meet the inequalities (6)-(9). This procedure continues until
whole image is scanned.

The regions extracted as facial parts may be overlapped, because the window moves
with rather small step. Using an intelligent post-processing algorithm, overlapped
candidates can be unified. An example of the processed results is shown in Fig.2.

4. Subjective Tests for Face Recognition

The samples for subjective test consisted of 14 facial images taken from 11 persons.
Among them, a couple of images were taken for 3 persons with and without glasses.
The width of facial images were varied from 12 pixels to 20 pixels. Fig.3 shows a set
of samples on this test.

Figure 3  Facial images with varied resolution
From left to right, original, 20 x 26, 16 x 20 and 12 x 15

Nine subjects who are familiar with the inputed faces were asked to recognize these
facial images, and give the answer of belonging to someone or being unrecognizable.

The experiments showed that at the resolution of 12 x 16 pixels, the images become
almost unrecognizable. At the resolution of 16 x 20 pixels, the number of unrecognized
images decreased, and all the test images can be identified by three subjects who are
considered to have the powerful identification ability. It indicates the information of
the images with this resolution are reserved essentially. At the resolution of 20 x 26
pixels, all facial images can be recognized correctly. The conclusion roughly coincides
that of preliminary results suggested by HarmonD.
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5. Face Recognition Based on Pattern Matching

5.1 Pattern Matching Based on Similarities

Along with the subjective tests, we executed computer recognition experiments. As
the simplest and most basic method, we adopted a pattern matching approach, where
the similarity between the template and test images with a certain resolution is used
to identify the test images. The recognition performance will be compared at the
various resolution. The similarity is defined by the formula

- ff(f(j’y) - f)(t(’c,y) _f)dxdy
VI I(f(xy) = P2dudy [ [(t(z,y) - T)2dady

where

flz,y),t(z,y): template and test images, respectively.

f,&: the average of gray values of f(z,y) and t(z,y), respectively.

It is well known that the similarity is in the range of [~1,1]. The larger the value
is, the more resemble the template and test images are.

5.2 Experimental Results by the Pattern Matching Method

The samples of facial images which were used by subjective tests set the subjects
with or without glasses as the two set of templates respectively. These template
samples were normalized and the resolution was varied from 8 x 10 pixels to 20 x 26
pixels. Two kinds of similarity matrices between the test and template samples were
computed. One of them was the similarity matrix in which the template set included
the subjects with glasses, and the test samples were the subjects without glasses.
The results are shown in Table 2. The other was just contrary, but the results are
not shown because of the lack of space.

5.3 Experimental Results under Temporal Variations

In the experiments at the preceding sections, the photographs used were taken in a
very short era. As to investigate the influence of temporal variations, we executed
another series of recognition. Photographs of five subjects were taken about one year
later than the former experiments. They were subjects 2,6,7,8,10. Subject 7 put
glasses on, and photographs with and without glasses were taken.

In these images, the blurring was done by optical means rather than by computer
simulation. In other words, the photographs were taken at a long distance, and the
enlargement ratio was changed in the development of the photo-prints. The whole
scene of a photograph from which a face was extracted is shown in Fig.4.

The sampling pitch was adjusted so as to represent the facial part at 8 x 10, 12 x 16,
16 x 20, and 20 x 26 resolution. A set of samples are shown in Fig.5. Using these
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Table 2

Similarity Matrices

resolution: 8 x 10 pixels

test similarity
lgl2g| 3 4 5 6 |7g | 8 9 10 | 11
1 1084(041|031(063]0.61{042]0.790.590.64|0.55|0.66
2 10341076 ,0721072]082|0.74]|0.52(078|0.74|0.73|0.46
7 0.70 | 047 | 0.41 | 0.62 | 0.73 { 0.47 | 0.95 | €.53 | 0.66 | 0.52 | 0.58
resolution: 12 x 16 pixels
test similarity
lgl2gi 3 4 5 6 | 7g | 8 9 10| 11
1 10.78(045|0.33[0.63(0.50{0.34(0.56|0.58|0.53|0.44|0.59
2 0341076059 ]0.60]0.62|0.55]|048|0.72|0.64 | 0.67 | 0.40
7 10.65]0.48 |0.45|0.56|0.57 | 0.42|0.89|0.57 | 0.56 | 0.38 | 0.59
resolution: 16 x 20 pixels
test similarity
lgl2g,; 3 4 5 6 | 7.g | 8 9 10 | 11
1 [0.73]037,0.36]0.60]0.501038]0.627;0440.57|0.38]0.51
2 1040073062060 |0.68]0.66]|0.54|0.68|0.600.69 049
7 1064052043 ]0.630.640.380.870.460.58|0.38]0.53
resolution: 20 x 26 pixels
test similarity
lgi{2g]| 3 4 5 6 | 7g | 8 9 10 | 11
1 1071]0.3610.38)052]0.53|0.24)0.55}049]0.470.45]0.56
2 1021070044 |0.56|0.58|0.28|0.3810.67|0.53 | 0.68 | 0.30
7 1059039041048 1044 |0.30}0.87|0.47 | 0.55|0.40 | 0.46
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Figure 4  Whole scene from which the facial image in Fig.5 is extracted

images, the recognition experiments based on pattern matching were executed. The
results using 20 x 26 resolution are shown in Table 3, but other results are not shown
in order to save the space.

Figure 5 Test samples with different resolution
varied from 8 x 10 to 20 x 26

5.4 Analysis of the Results

According to the recognition results in Table2, one of test samples without glasses
can not be identified with the resolution corresponding to 8 x 10 pixels, although all
test samples with glasses are identified with a series of resolution based on a min-
distance criterion between test and template samples. On the other hand, we can
observe that the distances between the different subject’s templates each other keep
large enough not to be disturbed by the degradation of facial image’s quality beyond
resolution corresponding to 16 x 20 pixels, but below that resolution, the distances
between the candidate and other samples become small, and the similarity distance
rank are varied. In Table 3, we find that except one of them, all test samples beyond
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Table 3 Similarity between test and template samples

resolution: 20x26 pixels

test similarity
1 2 3 4 S 6 7 8 9 10 ] 11

042 10.78 1 0.32 | 0.69 | 0.56 | 0.19 | 0.61 |} 0.68 | 0.70 | 0.57 | 0.23
0.34 1 0.65]0.70 } 0.49 | 0.51 | 0.53 | 0.50 | 0.54 | 0.38 | 0.62 | 0.40
0.56 1 0.55|0.17 1 0.62 ] 0.31 | 0.01 | 0.76 | 0.53 | 0.54 | 0.35 | 0.33
7g 105910471024{0511031]0.00{0.72104310.4010.35]042
0.5210.60|0.3510.66 | 0.50 | 0.25 | 0.64 | 0.69 | 0.67 | 0.56 | 0.34
10 (04110771062} 059 064|046 0.510.72|0.45]0.81|0.44

-~ O o

resolution corresponding to 16 x 20 pixels were identified correctly based on the min-
distance criterion between test and template samples. The reason that one of test
samples could not be identified is that there are too much difference between the test
and its template patterns to be recognized even by human. But below the resolution
corresponding to 16 x 20 pixels, the error of identification becomes larger based on
the min-distance criterion. '

Considering the results above, we can conclude that the optimal resolution of face
images for machine recognition is about 16 x 20 pixels. This resolution corresponds
with the results of subjective tests given in the previous section.

6. Conclusion

The face extraction in the complex backgrounds using facial textural model based on
SGLD matrix was newly proposed and tested.

We conclude that the facial texture model based on SGLD matrix we presented
is effective to facial images with low quality. Using the method, facial/nonfacial
discrimination experiments were conducted and the recognition rate of 100% and
the false alarm rate of 2% were obtained. Also, the facial texture model is robust,
and is applied in extracting facial parts in the complex backgrounds successfully. In
the face extraction experiments using 30 images containing 70 faces in the complex
backgrounds, all facial parts were extracted correctly, with the false alarm rate of
5%.

On the other hand, the experiments based on the human perception and recogni-
tion processing showed that the bound of the low quality of the facial images which
can be identified is corresponding to 16 x 20 pixels. A series of computer recogni-
tion experiments was also executed, changing the resolution from 8 x 10 to 20 x 26.
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Recognition scheme was based on the template matching method. From eleven can-
didates, the scheme succeeded to identify the correct person, when the resolution
corresponded 16 x 20 or better.

The recognition scheme was tested under the more severe condition, where the
photographs taken from long distance were used so as to give low quality images of
faces. Purthermore, the test images were taken about one year after those of the
templates. The result of computer recognition also showed correspondence with the
subjective test explained above.
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