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    In this paper, we give another proof for Iri's theorem concerning minimization

 problems on a network. This proof asserts that a sum ef integrals ef characteristic

 curves which depend on fiows, is minimized by some fiow on a network, if the

 characteristic curves of branches satisfy the following conditions:

     (l) every characteristic curve is raonotonically increasing outside of some finite

 interval;

     (2) if a characteristic curve has an upper bound, then the curve is a horizontal

 line in the right outside of some finite interval;

     (3) if a characteristic curve has a lower bound, then the curve is a horizontal line

 in the left outside of some finite interval;

     (4) every characteristic curve is bounded on any finite interval.

    The proof is short in process and is natural in method. Furthermore, the proof

 does not require a deeper understanding of graph theory.

                              1 Introduction

    A network-fiow problem is, mathematically, a special case of mathematical

programming prob!ems, in which the constraint relations imposed on variables are

intimately connected with a graph. M. Iri proved a useful theorem concerning

minimization problems on a network in his booki) and his proof requires a

deeper understanding of graph theory. In this paper, we shall prove this theorem

and the proof is sliglttly simpler than that of Iri's book. Furthermore, the proof

does not require a deeper understanding o£ graph theory.

    The author would like to express his hearty thanks to Professor Y. NAKA-

MuRA for his many vaiuable advices and encouragements in the course of prepar-

ing this paper, and he is also grateful to professor W. TAKAHAsm for his

enlightening commeRts and discussions.

                              2 Preliminaries

    We give here the notational conventions and definitions to be used through

this paper.
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   The set of real numbers will be denoted by R, and R't will be denoted n-

dimensional Euclidian space.

   Let A= (aii') be an m × n matrix which satisfies the following three condltions:

    (1) for all i,j, lairi=:1 or laitil==O;

    (2) for each 1', there exist's exactly one i such that aii` =1;

    (3) for each 1', there exists exactlN one i such that ai]'=-1.

   This matrix A can be thought of as a continuous linear transformation of

RM into R". The null space of this transformation wili be deRoted by X.

   Let h'o'.i, 2, ･･･, Ji) be functions of R into R, which are continuous expect on

finitepolnts, and which satisfy the following three conditions:

   <1) lim h(t)=:=oo or there exist Mi>O and AI)'ER such that fi(t)==Ni for all
       t-'oo
t}}iiMlii

   (2) llm fj'(t>==-oo or there exist Kj>O and LJ'GiR such that fj(t)=:Ld for all
      t-+-QO
tf{:l-Kj;

   (3) for every c>O, there exists Mb>O sztch that Yj(t)l:i{l:Mb for all -cfslltKc.

   We put N= ;II] (Ml)' -1- IM'D+ £ (Kj"LA). TheR for each l'
              lim fj(l)#oe iim fj(t)#-oo
              t-yoo t--cosatisfying lim fj'(t)=:oo, there exists M/>O such that fj(t)2N+l for all t2AL',
         trm'oo

and for each i satisfying lim fj(t)=:-oo, there exists Ki'>O such that fj(t)f{:-
                     t--oo
(N+1) for all t-<-Kj'.

   WesetL= X Mj'+ ]Z) Kj'+(N+1).
              Iim L'(t)#=oo llm fj(t)=:-oo
              t-}oo
   Let gy(J'.i, 2, ･･･, n) be functlons of R into R, defined by gy(t)= Si fd(s) ds and

                                                       nlet F be a function of R'i into R, defined by the for;nula F(x) =Xgv((x)f) wltere

                                                      J'--1
(x>i' is the j-th coordinate of x.

   Let .(i(in, 2, ･-a, n) be closed intervals which take one of the forms [a, b],

(-oo, b], [a, co), or (-oo, oo). We set I=XA(Iixhx･･･xLi), and assume ltc¢.

       3 A tkeorem cencerwiiig EninimizatioR prob}ems on a network

   THEoREM. ILIC inf F(x)==a>-oo, then there exists a Point xeEf such that
               xffI
F(xe) == a.

   Proo£ By our assumption of inf F(x)==a>-oo, tkere existsasequence {xfe}
                             xGf
in I such that F<xle)Sa. If {xle} has only finitely many points, the conciusion of

our theorem is obvious, so we may assume that {xfe} has infinitely many distinct

points. Let Bi=:V;the sequence {(xfe)]'} in lh has a limit Point}. It is clear that

there exists M>L which satisfies the foliowing two conditions:
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   (1) for each 1'EBi, there exists a limit Point of {(xfe)J'} in the closed 'interval

[-(M-l), M-1];

   (2) for all 7', [-(M-1), M-1]nliijl

   It is also clear that this sequence has a subsequence {yle} which satisfies ehe

following conditions:

   (1) F(yi)-a<1;

   (2) for all ]'EffBi and k, (yh)iG[-M,M];

   (3) for all tictBi, M<(yfe)Aoo or -M>(yk)il-oo.

   Let B2=:{deieBi;fi'((yi)i')=:fi'(y2>]') =･･･} and B3 == {1";1'ese(BiAB2)}, Le., B3==

{]'ecBi;fj((yk)j>too or fi((yk)i)i-oo}.

   We now define D and k by D= [-n'iM, n"M], fe :=IAD and prove that there

exists a sequence {zle} in k wkich satisfies the condltion F(zle)s{gl7(yh) for all k.

Let k be a naturai number which is fixed throughout this paragraph. We Row

construct such a zk. If I(Nk)i,i>n"A4 foy some 7'i, then by the definition of A

there exist ii and i2 such that ai,y,:= -ai,i,lyO. If there exists no d2 such that

7'i ¥ti2, ai,i, :>vO and l (y le )i, 1 >n" -iM, theR

        n
       Zai2j(Yk)j -> ai2ii(Yh)i, - Xai,i(yh)i >n'iM-(n-1>n,i-"iM>o,

       lml i 1#ji
which contradicts yfeEiX. We coRtinue this operation in this manRer, and we

have E :{7'v,1'v+i, ･･･, 1'u} and E' == {iv,iv+i, ･･･, iu}(is.vf{;us{;n) which satisfy the foliowing

two conditions:

   (O for all ]' er E, Ky fe )J' 1 >M;

   (2) ai.J'.==-ai.+,]'.:kiO, ai.+iti.+,=-ai.÷2i'.+i >te O, ･･･, ai.i,,== -ai.i. >< O.

   Let a =minl(yfe)i'1-M+1 and let yh' be a polnt in R" de'fined by
          o'EE

            (yh'),･ = { :;:i1-(yle>jofKyk)i'Lf jl kE E}

   The fact Nk'Ef foilows from the definition of M aBd

              vt n             £aii'( yk)i' -X aij'(J,k')j' nv- Zi aii((Nh)i'af/ 1 (yk)j' D =:: O.

             1'=1 )=dl1 J'EE
   We now show EcB2. It is clear that EaBi==S. We therefore assume that

there exists a ioffiEfiB3, and we deduce a contracliction from this assumption.

By the definition of N, we have

     F(yfe) - F(yfet)

       - Z (gv(<yle)j)-gi((Nk')y))+ ]2I] (gi((yk)i)-,g:i((yle')i))

         ieEfiB2 g'enERB3
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       l}) - Na + <gro((yk)i',) - glio((Yk')i'o))

       ;}ir - Nct + (N + l)a == a> 1,

which implies that F(yk')<F(yfe)-1<a. By this contradiction, we have EcB2.

We now prove that F(yh')E{:F<yk). We do this by assuming that F(yk')-F(yk)

=b>O and by derlving a contradictory equation inf F(x)==-oo from this
                                               xwrf
assumptlon

   We define ytk(t.i, 2, ･･･) by

                 (yth)j' ww- I <( yy:l;r+(yk)j`tt/l(Yh)o'l lff ]1.:EEI'

    ytkEI is obvious. By EciB2, it is easy to see that

                     F<ytk)=.F'(yh)-bt i -oo as t-co.

   If we continue this process at most n times, we get a point 2leEk such that

F(zfe)f{:F(yk). This fact shows that inf jF(x)==a.
                               xEk
   We are now in a position to complete the proof of our theorem. Since k is

compact by Tychonoff's theorem2) and since F is continuous, there exists a point

xoeh such that F(xo)==a.
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